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Outline

1. What is sparsification for model compression and federated learning?

2. Model compression
● An information-theoretic justification for model pruning

3. Compression for federated learning
● Sparse random networks for communication-efficient federated learning



Sparsification



Federated Learning



AN INFORMATION-THEORETIC JUSTIFICATION FOR MODEL PRUNING
AISTATS’22

Joint work with 
Tsachy Weissman (Stanford University)

Albert No (Hongik University)



Lossy Source Coding

 



Distortion Metric

 

 

 



Density: Laplacian



Rate-Distortion Function
 



 

 

 



Conditions for Optimal Compression
 

 

 



A NEW PRUNING ALGORITHM: 
SUCCESSIVE REFINEMENT FOR PRUNING (SURP) 



Successive Refinement



First Attempt
 

 

 



Successive Refinement for Pruning (SuRP)



Successive Refinement for Pruning (SuRP)
 

 



Results



Results

CIFAR-10

ResNet-50 on ImageNet



SPARSE RANDOM NETWORKS FOR COMMUNICATION-EFFICIENT FEDERATED LEARNING

Joint work with 
Francesco Pase (University of Padova)

Deniz Gunduz (Imperial College London)
Tsachy Weissman (Stanford University)

Michele Zorzi (University of Padova)



Contributions

1. Existence of subnetworks inside larger networks with random weights that perform well 
on clients’ non-iid dataset.

2. Finding these subnetworks in a communication-efficient way.  (less than 1 bpp)

3. Fast convergence.

4. Efficient representation of the final model. (less than 1 bpp)

5. Privacy amplification in the presence of LDP mechanisms. 



FedPM



Communication Strategy



Communication Strategy

True Mean: 

Estimated Mean: 

● Unbiased Estimate: 

● Error:



Results (CIFAR-10)



Bayesian Aggregation
We can model the probability mask with a Beta distribution. 

where
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Thank You!
An Information-Theoretic Justification for Model 

Pruning (AISTATS’22)
 https://arxiv.org/pdf/2102.08329.pdf

Arxiv Code

Sparse Random Networks for 
Communication-Efficient Federated Learning

 https://arxiv.org/pdf/2209.15328.pdf

Arxiv

https://arxiv.org/pdf/2102.08329.pdf
https://arxiv.org/pdf/2209.15328.pdf


Results (CIFAR-100)



Results (MNIST)



Results (EMNIST)



Results


